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1 Introduction

After we now saw the clever use of uniform substitution as a single mechanism to
rigorously justify the correctness of numerous operations in program reasoning, we
are now well-motivated to understand the pieces that go into the definition of uniform
substitutions. All that they are based on is the static semantics of the free variables
and the bound variables of formulas and programs. Classically, the static semantics is
studied earlier in the development of programming language semantics [Rey98], but is
then potentially rather unmotivated. Now we understand exactly what we need it for
and have already seen both useful applications and warning signs of what happens if
we get things wrong.

This lecture is based on prior work [Plal5, Plal7]. As usual, we will develop things
one step at a time even if this presentation summarizes the result instead of the process.
For your long-term understanding, the process is quite impactful to enable you to take
advantage of programming language semantics in your favorite application contexts.

2 Dynamic Logic

Recall the syntax and semantics of dynamic logic.

2.1 Syntax

Definition 1 (Terms). Terms are defined by the following grammar (0,7 are terms, x a
variable, ¢ a number literal and f a function symbol):
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L9.2 Static Semantics

Definition 2 (Nondeterministic programs). Programs are defined by the following gram-
mar («, 5 are programs, = a variable, § a term possibly containing x, and () a first-order
formula):

a,f = 2:=0|7Q | ;0 |if(Q) aelse f | while(Q) a | o™

Definition 3 (DL formula). The formulas of dynamic logic (DL) are defined by the gram-
mar (where ¢, are DL formulas, 61,0, terms, p a predicate symbol, x a variable, o a
program):

¢7¢ n= 91:92‘01 292’2’)(917>9n)|ﬁ¢|¢/\¢|va’ﬂ¢|3$¢‘ [Oé](b‘ <Oé>(ﬁ

2.2 Dynamic Semantics

A state is a mapping from variables to R. The set of states is denoted S. Let w!, denote
the state that agrees with state w except for the interpretation of variable =, which is
changed tor € R.

For later use, additional function symbols f and predicate symbols p are already al-
lowed in the logic. For now, consider unary minus f(x) with the fixed interpretation as
I(f)(d) = —d and arithmetic comparison operators p(z, y) with the fixed interpretation
(c,d) € I(p) iff ¢ < d. But this device of extending DL with additional function symbols
and predicate symbols will prove useful later.

Definition 4 (Semantics of terms). The semantics of a term 0 in a state w € S is its value.
It is defined inductively as follows

Iw[z] = w(z) for variable =

Iw[q] = q for number literals ¢

Tw[f(01,...,00)] = I(f)(Iw[6:], ..., Iw[b])
Iw[f + n] = Tw[b] + Iw[n]

Iwlf - n] = Iw[6] - Iw]n]

Definition 5 (Transition semantics of programs). Each program « is interpreted seman-
tically as a binary reachability relation /o] € S x S over states, defined inductively by

I[z:=0] = {(w,v) : v =w except that Iv[z] = Iw[0]}
IN7Q] = {(w,w) : weI[Q]ie weI[Q]}
e p] = Ia] o I[A] = {(w, ) : (w, p) € Ied, (u,v) € I[B]}

I[it(Q) avelse 5] = 1[Q) o 1] U I[Q]° o 115] =
{(w,v) : (w,v) € I[a] and w € I[Q]} U{(w, V) : (w,v) € I[f] andw & I[Q]}
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Static Semantics L9.3

I[a*] = (I[a])* = U I[a"] = {(w,v) : thereareann and states po = w, u1, iz, - .-
neN
v such that (u;, pri+1) € Ifof forall 0 <i < n}

with "t = o™; a and o = ?true and where p* is the reflexive transitive closure
of arelation p C S x S.

e I[while(Q) o] = {(w,u) : there are an n and states pg = w, p1, 4o, ..., fin = V
such that for all 0 < i < n: (D the loop condition is true p; € I[Q] and @) from
state y; is state y; 41 reachable by running « so (y, pi+1) € I[o] and @) the loop

condition is false i, ¢ I[Q] intheend} = (I[Q] o I[e])" o I [QI°

Definition 6 (DL semantics). The semantics of a DL formula ¢, for each interpretation
with a corresponding set of states S, is the subset I[¢] C S of states in which ¢ is true.
It is defined inductively as follows

1. Ip(br,....0)] ={[,weS : (Iw[bi],...,Iw]0]) € I(p)}

I[6, > 0] = {I,w e S : Iw[h1] > Iw[b2]}

I[-¢] = (I[¢])"°

o Ay = 1ol N I[Y]

I[F3z ¢] ={I,w € S : W} € I[¢] for some r € R}
1]
[

()] = I[a] o I[¢] ={w : v € I[¢] for some v such that (w,v) € I[a]}

I1laJ6] = I[~{a)~¢] = (ITa] o (I[¢]))¢ =
{w : v € I[¢] for all v such that (w,v) € I[a]}

.\1.0“.011#9’!\)

A DL formula ¢ is valid in I, written I |= ¢, iff I[¢] = S. Formula ¢ is valid, E ¢, iff
I |= ¢ for all interpretations I.

2.3 Static Semantics

The static semantics of DL and programs defines some aspects of their behavior that can
be read off directly from their syntactic structure without ever having to run their pro-
grams or evaluating their dynamical effects. In this context, the most important aspects
of the static semantics concern free or bound occurrences of variables (which are closely
related to definitions and uses of variables in compilers). Bound variables are those
variables z that are bound by Vz or 3z, but also those that are bound by modalities such

y Un =

as[z:=bylor(x:=z+ 1)or|if(z > 0)x:=1elsex:=x + 1] or [if(x > 0) z:= 1 else ?true].

The notions of free and bound variables are defined by simultaneous induction in
the subsequent definitions: free variables for terms (FV(#)), for formulas (FV(¢)), and
for programs (FV(«)), as well as bound variables for formulas (BV(¢)) and for pro-
grams (BV(«)). For programs, there will also be a need to distinguish variables that are
bound /written to on all executions of «, these are the must-bound variables (MBV («)).
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L9.4 Static Semantics

Must-bound variables are in contrast to the (may) bound variables (BV(«)) which may

only be bound on some execution paths of a, such asin [if(x > 0) z:=1else (z:=0;y: =z + 1)],
which has bound variables {z,y} but must-bound variables only {z}, because y is not
written to in the first choice.

Definition 7 (Bound variable). The set BV(¢) of bound variables of DL formula ¢ is de-
fined inductively as

BV(6; > 62) =0
BV(p(61,...,6,)) =0
BV(=¢) = BV(¢)
BV(¢ A ) =BV(¢) UBV(Y)
BV(Vx ¢) = {z} UBV(¢)
BV(3x ¢) = {z} UBV(¢)
BV([a]¢) = BV(a) UBV(¢)
BV((a)¢) = BV(a) UBV(¢)
Definition 8 (Free variable). The set FV () of free variables of term 6, i.e. those that occur

in 6, is defined inductively as

FV(z) = {«}
FV(q) =0
FV(f(01,...,0,)) =EV(6))U---UFV(6,)
FV(G + 1) =FV(8) UFV(n)
FV(6-n) =FV(6) UFV(n)

The set FV(¢) of free variables of DL formula ¢, i.e. all those that occur in ¢ outside the
scope of quantifiers or modalities binding it, is defined inductively as

FV(6; > 65) = FV(61) UFV(6,)
FV(p(61,...,60,)) =FV(61)U--- UFV(6,)
FV(=¢) =FV(¢)
FV(¢ Ayp) = FV(g) UFV(y)
FV(Vz ¢) = FV(¢) \ {z}
FV(3z ¢) =FV(¢) \ {z}
FV([a]¢) = FV(a) U (FV(¢) \ MBV(a))
FV({a)¢) = FV(a) U (FV(¢) \ MBV(a))

The simpler definition FV([a]¢) = FV(a) U FV(¢) would be correct, but the results
are less precise then. Likewise for (o).

Which variables are free so may possibly be read (FV(«)), which variables are bound
(BV(«r)) so may be written to somewhere in « and which variables are must-bound
(MBV(«)) so must be written to on all execution paths.
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Static Semantics L9.5

Definition 9 (Bound variable). The set BV(«) of bound variables of program «, i.e. all
those that may potentially be written to, is defined inductively as

Definition 10 (Must-bound variable). The set MBV(«) of must-bound variables of pro-
gram q, i.e. all those that must be written to on all paths of ¢, is defined inductively
as

Obviously, MBV(a) C BV(«a). If « is only built by sequential compositions from
atomic programs, then MBV(«) = BV(«).

Definition 11 (Free variable). The set FV(«) of free variables of program «, i.e. all those
that may potentially be read, is defined inductively as

( =0) =FV(0)
FV(?Q) =FV(Q)
FV(a; 8) = FV(a) U ( V(8) \MBV(«))
FV(if(Q )aels B) =FV(Q) UFV(a) UFV(B)
") (

EV(a
The variables of program « are V(a) = FV(a) UBV(a).

FV(«)

The simpler definition FV(«; 5) = FV(a) U FV(8) would be correct, but the results
are less precise then.

Note that these definitions are sound syntactic overapproximations of the concept
of reading and writing variables. There may not be any actual run of o in which the
variable is read, nor one in which is actually written to. But without the program «
mentioning z as a free variable # € FV(«), it cannot read the value of z. Likewise,
without a mentioning = as a bound variable x € BV(«), it cannot write to z. The
definition Def. 11 is already parsimonious. For example, = is not a free variable of the
following program

(if(y > 0)z:=1lelsex:=2);z:=x+y
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L9.6 Static Semantics

because x is never actually read, since  must have been defined on every execution
path of the first part before being read by the second part. No execution of the above
program, thus, depends on the initial value of z, which is why it is not a free variable.
This would have been different for the simpler definition

FV(a; 8) = FV(a) UFV(P)

There is a limit to the precision with which any such static analysis of the program can
determine which variables are really read and really written, though, by Rice’s theorem
[Ric53]. The static semantics in Def.11 will, e.g., call x a free variable of the following
program even though no execution could ever read it, because they all fail the test ? false
when trying to run the branch that reads x:

z2:=0; (?false; 2z := z + )"

The following insight reflects that for a variable = to be modified during a run of «,
the program « first needs to have x be a bound variable, i.e. z € BV(«), so that a can
write to . The converse is not true, because &« may be binding a variable z, e.g. by
having an assignment to z, that it never actually changes, because that assignment is
never executed. The following program, for example, binds = but will never actually
change the value of = because there is no way of satisfying the test 7 false:

if(y > 0) (?false;x:=42)elsez: =z + 1
Lemma 12 (Bound lemma). If (w,v) € I[a], then w = v on BV(a)C.
Proof. The proof is by a straightforward structural induction on .
o (w,v) €lfz:=0] ={(w,v) : v=uwexcept that [v[z] = Iw[f]} implies that w =
v except for {z} = BV(z:=90).
o (w,w)elI[?Q] ={(w,w) : weI[Q]ie we I[Q]} fits to BV(?Q) =0

o (w,v) € Ifa; f] = I[a] o I[f], i.e. thereisa p such that (w, i) € I[a] and (u,v) € I[A].
So, by induction hypothesis, w = 1 on BV(a)b and 11 = v on BV(B)C. By transitiv-
ity, w = v on (BV(a) UBV(3))t = BV (a; B)C.

o (w,v) € I[if(Q) aelse J] is left as an exercise.

o (w,v)elIfa*] = U I[a™], then thereisann € Nand a sequence vy = w, vy, ...,V =
neN
v such that (v, v;41) € I[a] for all i < n. By n uses of the induction hypothesis,

vi = viy1 on BV(a)l for all i < n. Thus, w = 1y = v, = v on BV(a)t = BV(a*)C.
O

The value of terms only depend on the values of their free variables. When evaluating
a term 6 in two states w, © that differ widely but agree on the free variables FV () of 6,
then the values of # in both states coincide.
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Static Semantics L9.7

Lemma 13 (Coincidence lemma). If w = v on FV(0), then Iw[0] = I7[0].
Proof. The proof is by a straightforward structural induction on 6.
o Jwlz] = w(x) =v(x) = Iv[z] for variable z since w = 7 on FV(x) = {z}.
e [w[q] = q = I7[q] for number literals gq.

o Iwlf+n] = Iw[0] + Iw[n] = I7[0] + I7[n] = I7[6 + n] by induction hypothesis,
because FV(0) C FV(0 + n) and FV(n) C FV(0 + 7).

o Iw[f-n] = Iw[f] - Iw[n] = IP[0] - Iv[n] = Iv[6 - n] by induction hypothesis, be-
cause FV(0) C FV(0 -n) and FV(n) C FV(6 - n).

O

By a more subtle argument, the value of DL formulas also only depend on the values
of their free variables. When evaluating DL formula ¢ in two states w, 7 that differ
widely but agree on the free variables FV(¢) of ¢, then the (truth) values of ¢ in both
states coincide. Lemma 14 and 16 are proved by simultaneous induction.

Lemma 14 (Coincidence lemma). If w = on FV(¢), then w € I[¢] iff v € I[¢].
Proof. The proof is by induction on the structural complexity of ¢.

1. we Ip(by,...,0,)] iff Iw]04],...,Iw[bk]) € I(p) iff (ID]64],..

- 10[0k]) € I(p)
iff v € I[p(61,...,0r)] by Lemma 13 since FV(¢;) C FV(p(01,...,0k

v
))-
2. we I[[@l > 92]] iff Iw[[@l]] > Iw[[eg]] iff Iﬁ[[@lﬂ > Iﬁ[[@gﬂ iff v e I[[Ql > 92]] by Lemma 13

since FV(6;) C FV(6; > 65).

3. wel[-¢|iffw ¢ I[¢]iff v & I[¢] iff ¥ € I[~¢] by induction hypothesis as FV(—¢) =
EV(9).

4 wellpny]iffwe I[op] NI[Y] ift v € I[g] N I[Y] iff © € I[¢ A +] by induction
hypothesis using FV(¢ A ) = FV(¢) UFV ().

5. w e I[3z ¢] iffw] € I[¢] for somer € Riff o € I[¢] for somer € Riff v € I[Ix ¢]
by induction hypothesis using that, for the same r, w}, = 7, on FV(¢) C {z} U
FV(3z ¢).

6. w € I[{a)¢] will be postponed until Sect. ??

7. we I[a)¢] = I[~(a)—¢] iff w & I[(a)—¢] iff 0 & I[(a)—¢] iff © € I[[e]] by in-
duction hypothesis using FV((«)—¢) = FV([a]¢).

O]
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L9.8 Static Semantics

In a sense, the runs of an program « also only depend on the values of its free vari-
ables, because its behavior cannot depend on the values of variables that it never reads.
That is, if w = 7 on FV(«) and (w, v) € I[a], then there is an @ such that (7, @) € I[«a]
and v and @ agree in some sense. There is a subtlety, though. The resulting states v and
@ will only continue to agree on FV(«) and the variables that are bound on the particu-
lar path that a took for the transition (w, ) € I[a]. On variables z that are neither free
(so the initial states w and 7 have not been assumed to already coincide on z) nor bound
on the particular path that o took, v and & may continue to disagree, because z has not
been written to on that path.

Example 15. Let (w,v) € I[a]. It is not enough to assume w = & only on FV(«) in order
to guarantee v = @ on V(a) for some @ such that (7, @) € I[a], because
o (z:=2+1)%if(z > 0)z:=1elsey:=2

will force the final states to agree only on either x or on y, whichever one was assigned
to during the respective run of o, not on all BV(«) = {z, y, 2}, even though any initial
states w, 7 agree on FV(a) = . Note that this can only happen because MBV(a) =
{2} #BV(a) = {z,y, 2}

Yet, v and & will certainly agree on the variables that are bound on all paths of «,
rather than just somewhere in . These are the must-bound variables of a.

If initial states agree on (at least) all free variables FV(«a) that program « may read,

then the final states agree on those as well as on all variables that o must write, i.e. on
MBV(«).

Lemma 16 (Coincidence lemma). Ifw = v onV D FV(«a) and (w,v) € I[a], then there is
an @ such that (0,®) € I[af and v = o on VU MBV(«).

on BV(a)®
Z

on'V DO FV(x) on VUMBV(«)

Proof. The proof is by induction on the structural complexity of «, where o* is con-
sidered to be structurally more complex than programs of any length but with less
repetitions, which induces a well-founded order on programs. For atomic programs «,
for which BV(«a) = MBV(«), it is enough to conclude agreement on V(a) = FV(«) U
BV(a) = FV(a)UMBV(«), because any variable in V'\ V(«) is in BV (a)C, which remains
unchanged by o according to Lemma 12.

o (w,v) €lfz:=0] ={(w,v) : v=uwexcept that [v[z] = Iw[#]} then there is a tran-
sition (7,w) € I[z:=0] and w(z) = I@[z] = Iv[0] = Iw[f] = Iv[z] = w(z) by
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Static Semantics L9.9

Lemma 14, since w = 7 on FV(z :=6) = FV(#). So, v = @ on BV(z :=0) = {z}.
Also, w = v on BV(z :=6)f and 7 = @ on BV(z := )° by Lemma 12. Since w = ©
on FV(z := ), these imply v = @ on FV(x := ) \ BV(z := 0). Since v = & on
BV(z :=0) had been shown already, this implies v = @ on V(x :=6).

o (w,v) €I?Q] ={(w,w) : wel]lQ]ie wel[Q]} then v = w by Def.5. Since,
w € I[Q] andw = 7 on FV(?7Q), Lemma 14 implies that v € I[Q], so (7,7) € I[?Q].
Finally, w = 7 on V(?Q) follows since BV(?Q) = 0.

o (w,v) € Ifa; B] = I[a] o I[F],1-e.thereisa psuchthat (w, ) € I[a] and (u,v) € I[F].
Since V' O FV(«;8) 2 FV(a), by induction hypothesis, there is a i such that
(0,i1) € Ila] and . = fion V UMBV(«). Since V' O FV(a; ), so V UMBV(a) D
FV(a; 8) UMBV(a) = FV(a) U (FV(3) \ MBV(a)) UMBV(a) = FV(a) UFV(8) U
MBV(a) D FV(p) by Def. 11, and since (u,v) € I[3], the induction hypothesis
implies that there is an @ such that (41,©) € I[f] and v = @ on (V UMBV(a)) U

MBV(8) = V UMBV(a; ).

onBV(a)t  onBV(B)®
P N S

w 5 I v

onV 2 on VU 8 on V UMBV(«)

FV{a: 6) MBV(a) UMBV(8)
2 FV(a)

o (w,v) € I[if(Q) aelse f] is left as an exercise.

o (w,v)elIa*] = U I[a™] iff there is an n € N such that (w,v) € I[a"]. The case
neN
n = 0 follows from the assumption w = 7 on V' O FV(a), since v = w holds in

that case and MBV(a*) = (). The case n > 0 proceeds as follows. Since FV(a™) =
FV(a*) = FV(a), the induction hypothesis applied to the structurally simpler
program «" implies that there is an & such that (7,&) € I[a"] and v = @ on
VUMBV(a™) DV = VUMBV(a*), since MBV(a*) = (). Since I[a"] C I[a*], this
concludes the proof.

O]

When assuming w and 7 to agree on all V(«), whether free or bound, v and @ will
continue to agree on V(«):

Corollary 17 (Coincidence lemma). If w = v on V(«) and (w,v) € I[«], then there is an
@ such that (v, @) € I[a] and v = @ on V(). The same continues to hold if w = U only on
V(a) \ MBV(«).

15-812 LECTURE NOTES ANDRE PLATZER



L9.10 Static Semantics

Proof. By Lemma 16 using either V' def V(a) 2 FV(a) or V def V(o) \ MBV (), respec-
tively. O
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